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Performance Analysis


Cs 355 Computer Architecture

Computer Performance

 

Text: Computer Organization And Design, D A Patterson J L Hennessy
Chapter 1.4
 

Objectives:  The Student shall be able to:

· Define speedup, execution time, IC, CPI, rate.

· Calculate performance or speedup and % speedup given two times or two rates
· Calculate execution time

· Compare two computers given their statistics

· Define benchmark, GFLOPS, GIPS, and the advantages/disadvantages of each.
· Determine which computer will give the best performance, given execution times and usage statistics for a set of computers.
· Explain the limitations of improving speedup, given Amdahl’s law.

 

Class Time:


Lecture




1.5 hours


Lab





1.5 hours

            Total                                                                3 hours

Performance Measurement
Speed can be measured in two ways:

Time = Time to complete

· Example:  30 minutes away

Rate = Speed of travel

· Example:  60 MPH

Rate = Speed = 1/Time

· Rate = 60 MPH = 60 miles / 1 hour *OR* 1 mile/ minute
Time = 1/Speed = 1/Rate

· Time = 1 hour to travel 60 miles = 1 hour / 60 miles
We consider two routes between Chicago and Kenosha (60 miles):

I94: 60 mph => 1 hour

Scenic route: 30 mph => 2 hours

Example:

· I travel on average 60 MPH on I94

· I travel on average 30 MPH on scenic
OR

· It takes 60 minutes to go via I94

· It takes 120 minutes to go via scenic
Speedup or Performance of I94/Scenic = 60 mph/30 mph = 2 hours/1 hour

Speedup or Performance of I94/Scenic = I94 Rate/Scenic Rate = Scenic Time/I94 Time

Performance = Speedup with computers

Speedup = (Speed of new machine/technique) / (Speed of old machine/technique)

Speedup = (Execution time of Old machine/technique) / (Execution time of New machine/technique)

Speedup of I94 over scenic = NewRate/OldRate = 60/30 = 2
Speedup of I94 over scenic = OldTime/NewTime = 120/60 = 2
Or 

% Speedup = (NewRate – OldRate) / OldRate = (60 – 30)/30 = 30/30 = 100%

Example with computer equipment:

· A computer renders a graphic image in 100 ms with graphics card A, and 125 ms with graphics card B.

· Speedup = 125/100 = 1.25 or 25% speedup

Components of Execution Time

How fast do computers operate?

1st Factor: Instruction Count (IC)

Compare number of instructions in this hypothetical example:

RISC:




CISC:


lw
$s3, 0($s4)


addi
$r3,0($r4)  # load, add, incr

add
$s5, $s5, $s3


sgt
$r4,$r5

addi
$s4,$s4,4


bset
CISC

sgt
$s0,$s6,$s4

bze
$s0, RISC
Obviously CISC code requires fewer instructions – is it faster?
Well, it depends.. how fast does each instruction run?
2nd Factor: Clock Cycles per Instruction (CPI)

Clock cycle = each ‘tick’

Cycle time = cycle period = time for each tick: 1 ns = 1x10-9 sec

Look at the clock periods per instruction:


[image: image1]
Notice above that the RISC computer performs 9 instructions per 10 clock cycles and thus has an average of approx. 1.11 clock periods per instruction (CPI=1.11)
The CISC computer performs 4 instructions per 10 clock cycles and thus has an average of 2.5 clock periods per instruction (CPI=2.5)

CPI is NOT constant

· Memory access can take more time than accessing registers

· Floating point takes more time than integer operations

· Multiplication takes more time than addition

Calculating CPI

Total clock cycles = Σ CPIc * (#instructions)c
   = Cycles per instruction for instruction class C * # instructions of instruction class C

ExecutionTime=(A instr x 1 cycle) + (B instr x 2 cycles) + (C instr x 3 cycles)

Hypothetical Example:  

Time to execute a particular program:

	
	# K Register Instructions

(1 cycle each)
	# K Memory access Instructions

(2 cycles each)
	# K Floating Point Instructions

(3 cycles each)

	Computer A
	2
	1
	2

	Computer B
	4
	1
	1


Compare A with B:

Clock cyclesA = 2 x 1 + 1 x 2 + 2 x 3 = 10 cycles

        CPIA = 10 cycles / 5 instructions = 2

Clock cyclesB = 4 x 1 + 1 x 2 + 1 x 3 = 9 cycles

        CPIB = 9 cycles / 6 instructions = 1.5

Program A requires fewer instructions but more cycles => higher CPI

Program B requires more instructions but fewer cycles => lower CPI

Which one is faster?
3rd Factor: Clock Rate

Clock Rate = Cycles per second

1 Hertz = 1 cycle/sec

1 MegaHertz (MHz) = 1x106 cycles/second

What if the clock period changes per computer?

700 MHz = 700,000,000 clock periods per second

Cycle time = 1/Clock Rate = 1 / 700 MHz = 1.4 ns (nanoseconds)

450 MHz = 450,000,000 clock periods per second


[image: image2]
Obviously, if the CPI and IC are the same, the clock rate determines which computer is faster!
All three are factors!

Execution Time = 
IC 
   *       CPI 
  *      t
Execution Time = 
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Execution Time = 
[image: image4.wmf]ate

FrequencyR

n

Instructio

Cycles

ogram

ns

Instructio

1

*

*

Pr


IC = Instruction Count

CPI = Average number of Clock Periods per Instruction

t = duration of clock period = time = 1/FrequencyRate
Example 1:

A computer vendor increases the frequency from 700 MHz to 1.2 GHz.  What is the potential speedup? 

Execution Time = IC * CPI * t

told = 1/700

tnew=1/1200

Speedup = ExecutionTimeOLD / ExecutionTimeNEW

= IC * CPI * 1/700  /  IC * CPI * 1/1200  = 1.71428


= 71% speedup

This speedup is optimistic because clock rate is not the only bottleneck: cache/memory access times have a major impact.  This will affect the CPI.

Example 2:

Machine A has a clock cycle time of 1 ns and an average CPI=2

Machine B has a clock cycle time of 2 ns and an average CPI=1.2

Instruction Count is equivalent

ExecutionTimeA = IC * 2 * 1ns = 2 IC ns

ExecutionTimeB = IC * 1.2 * 2ns = 2.4 IC ns

PerformanceA/B = ExecutionTimeB/ExecutionTimeA



  = 2.4 IC ns / 2 IC ns = 1.2

Machine A is 1.2 times faster than B
Other Measures of Computer Speed

MIPS: Million Instructions Per Second

GIPS:  Billion Instructions Per Second

Problem:  CISC or RISC computer?  How capable is an instruction?
Calculating IPS:


IPS 
= Cycles/Sec * Instruction/Cycle



= Hz * 1/CPI
GFLOPS:  Billion Floating Point Operations Per Second

· Somewhat used statistic for supercomputers.

· A floating point coprocessor raises GFLOPS

· What floating point instruction is being executed?

· What program is running?

Benchmarks:  A program specifically chosen to measure performance

· Used to compare running a program on Computer A vs. Computer B.

· Types of benchmarks:  Database access, Math floating point programs, compilers, etc.
Well-known benchmarks:

Whetstone: Synthetic program used for performance testing

· Emphasizes floating point operations

Dhrystone: Emphasizes integer operations

· From: Whetstone, U.K.

SPEC: System Performance Evaluation Cooperative: 

· Non-profit organization formed to establish standardized benchmarks

· SPEC ratio: How fast this computer is relative to a Sun Ultra 5_10 at 300 MHz?

· Set of programs to test integer (SPECint92), floating point (SPECfp92), web accesses (SPECweb99), client-server, etc.

Problems with benchmarks:

· Often compilers are optimized for the benchmark – not YOUR program

· Characteristics of THEIR programs may be different than YOUR program

Proper use of benchmarks:

· Use programs typical of expected workload

· Use programs typical of expected class of applications: compilers/editors, scientific applications, games
Using Benchmarks

Weighting each program by its use

Benchmark Comparison Example

Consider the following scenario:

	
	Time on Computer A
	Time on Computer B

	Program X
	1
	10

	Program Y
	1000
	100


If the two programs were used 50% of the time we could add the use together:

ComputerA = (.5)(1) + (.5)(1000) = 500.5

ComputerB = (.5)(10) + (.5)(100) = 55

ComputerB appears faster than ComputerA!

If the two programs were used 90% and 10% of the time:

ComputerA = (.9)(1) + (.1)(1000) = 100.9
ComputerB = (.9)(10) + (.1)(100) = 19

ComputerB still appears faster than ComputerA!

When would ComputerA appear faster than ComputerB?

1n + 1000(1-n) < 10n + 100(1-n)

1000 + 1n – 1000n < 10n – 100n + 100

900 < 909n

900/909 < n

n > .9900990099

ComputerA = .99(1) + .01(1000) = 10.99

ComputerB = .99(10) + .01(100) = 10.9

Measuring Speed Exercise 
1)  If computer A runs a program in 10 second and computer B runs the same program in 15 seconds, how much faster is computer A than computer B?  Show your equation and your results.
2)  Compare the performance of the two computers:

Computer A:  CPI=1.2
#instructions=100
Clock rate=2GHz

Computer B:  CPI=1.5
#instructions=120
Clock rate=2.2GHz

3)  A new computer design improves the clock rate from 2 GHz to 2.5 GHz, but has a lower efficiency in the CPI of 1.6 instead of 1.3 due to memory access bottlenecks.  The compiler remains the same.  Is the computer worth building?

4)  A given application written in Java runs 15 seconds on a desktop processor.  A new Java compiler is released that requires only 60% as many instructions as the old compiler.  Unfortunately, it increases CPI by 10%.  How fast can we expect the new application to run using this new compiler?
5)  Suppose you are comparing four different desktop computers: an Apple MacIntosh, and 3 PC-compatible computers: an AMD processor and a Pentium 4 and Pentium 5.  Assume the PC-compatible computers all use the same compiler, and the Pentium 4 and 5 have the same architecture.  Are the following statements true or false, and why?

5a)  The fastest computer will be the one with the highest clock rate.

5b)  Since all PCs use the same Intel-compatible instruction set and compiler, they therefore execute the same number of instructions for any program.  The fastest PC will be the one with the highest clock rate.

5c)  The AMD uses a different hardware implementation than Intel to execute instructions, and thus have different CPIs.  But, when comparing the Pentium 4 and 5 PCs, which share a common architecture, the fastest PC is found by looking at the clock rate.

5d)  Only by looking at the results of benchmarks for tasks similar to your workload can you get an accurate picture of likely performance.

Benchmark Exercises
1)  List a set of benchmark programs that might be useful for general use at a university student lab and their expected use distributions.  (We would want games to run extremely sssllllooooowwww.)
2)  Assume the following performance measurements for a program:
	Measurement
	Computer A
	Computer B

	Instruction Count
	10  billion
	8 billion

	Clock Rate
	4 GHz
	4 GHz

	CPI
	1.0
	1.1


2a)  Which computer has the highest MIPS rating?  IPS = Hz/CPI
2b)  Which computer is faster?  Calculate the execution time for each computer, and performance differential.
The following table gives execution times and use distributions for a set of programs. Which computer will have the best performance, considering their projected use?   
	
	Execution Time
	Use Distribution

	
	Computer A
	Computer B
	Computer C
	

	Compiler
	10
	15
	20
	10%

	Billing
	500
	600
	400
	30%

	Editor
	30
	10
	15
	30%

	Service
	800
	750
	850
	30%


Amdahl’s Law

Assume that you want a program to run 2 or 5 times faster.  The program runs now in 100 seconds.  To get it to run faster, you decide to make the most common case faster.  Eighty percent of the time the program is running, an R-instruction is being executed.  How much faster would an R-instruction have to be for the program to be twice as fast?  Five times as fast?
First: 
oldTime = 100 seconds

Calculate: newTime = execution time after improvement:


Twice as Fast




5 times as Fast

Next:  Calculate: Remainder = The amount of oldTime that will not be changed after improvement:

Next: Calculate:  AffectedTime = The amount of oldTime that must be affected by improvement (before improvement)

Amdahls Law = newTotal = (AffectedTime / RateOfChange) + Remainder
Solve for RateOfChange.  What is the RateOfChange to make the computer:

Twice as fast?  



5 times as fast?

What conclusion did you come to?

lw    add   addi  sgt     bze            lw     add    addi  sgt





RISC:





 addi                 sgt              bset           addi





CISC:





400 MHz::





1.2 GHz:
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