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Bus Interfaces


Cs 355 Computer Architecture

Bus Interfaces

 

Text: Computer Organization and Design, Patterson & Hennessy
Chapter 6.5-6.6
 

Objectives:  The Student shall be able to:

· Describe the two basic transactions that occur over a bus.

· Describe the basic use of the data, address, and control lines for a bus.

· Define the difference in operation between synchronous and asynchronous busses.

· Define basic definitions: memory-mapped I/O, parallel, serial, hot-pluggable.
· Define UMA and NUMA, and draw a configuration of each.

· Define the 4 common protocol layers in a point-to-point interconnect, and describe their basic functions.

· Define CRC, balanced transmission.

 

Class Time:


Lecture




1.5 hours


Exercises




1.5 hours

            Total                                                                3 hours

Bus Interfaces
Memory Architecture

UMA: Uniform Memory Access:  

E.g.:  All memory is shared on a bus for all processors

NUMA: Non-Uniform Memory Access:  Local memory and remote memory

E.g.: Each processor has its own memory, which is not easily accessible to other processors
Interconnect Protocols
(These, QPI, and PCIe notes taken from: Computer Organization & Architecture, 9th Ed., William Stallings, Pearson Ed. 2013.)
Modern interfaces work mainly with switches or point-to-point interfaces.

Layered Architecture:

	Transaction
	Defines and Exchanges Packets:

Command Type:

1. Memory Read (0) / Write (1)  E.g., Read=10
2. I/O Read (0) /Write (1)           E.g., Write=21
3. Configuration: Command requests to I/O devices
4. Message: Error handling, interrupts, power mgmt
5. Completion:  Command completed = 50
Sequence Number or Tag:

Data: Address, Command, and/or Data

	Routing
	Optional: Routes packets through the system

Source Address: Where packet is from

Destination Address: Where packet is going to

	Link
	Reliable transmission and flow control

Cyclic Redundancy Check (CRC): Sophisticated checksum verifies accuracy

Flow Control:  Permission is given to send N packets.

	Physical
	Electrical interface for transmission and reception:

Data Lanes (or lines): Parallel transmission of bits

Balanced Transmission: Return circuit: Tx 1 Rx 0; or Tx 0 Rx 1.


	Framing
	Link: Seq.
	Routing:

Src/Dest
	Transaction:
Cmd(2) /Tag(2)
	Data
	Link: CRC
	Framing

	
	
	
	
	
	
	


Flow Control:  

· At initialization, credits are allocated

· Each ‘flit’ packet transmitted consumes one credit.

· When buffer processed at receiver, a credit is sent back.

Error Control:

· Sender keeps copy of packet until it is acked

· When packet received with CRC error, bit(s) have been mutilated, NAK is returned

QuickPath Interconnect (QPI)















Characteristics include:

· Multiple direct connections:  Each device may interface directly to other devices

· Layered Protocol with packet data transfer
· NUMA example shown above

Physical Layer:

20 data lanes (or lines) in each direction: 1 bit time = 20 bits transmitted

Clock: Transmit in each direction

DataLink:

Flow Control:  Prevents data overflow at receiver
Error Control:  Checks CRC and retransmits on error
Routing:

Supports routing packets through other nodes

QPI Protocol Layer:

Sends data, but supports other features too: e.g., cache coherency

PCIe or Peripheral Component Interconnect Express









Characteristics:

· UMA access shown

Devices include:

Chipset: 

· Translates between Core/Memory interface, PCIe interfaces, legacy interface

· Buffers packets to accommodate slower components

Switch: Routes packets to their destination

PCIe Endpoint: E.g., Gigabit Ethernet, video controller, disk interface, comm. controller

Physical layer: 

Bidirectional Lanes: 1,4,6,16 or 32 lanes multiplexed data

No transmitted clock can result in clock drift in long strings: 00000000000000000000000
Scrambling: Data randomization avoids long strings of similar bits

Encoding: Additional bits added per fixed size frame to help in synchronization
Parallel to Serial: Transmits one bit at a time

Data Link Layer:

· 16 bit sequence number

· 32-bit CRC

Processing:

· Transmitter: Keep copy of packet until ACK received

· Receiver: Sends NAK if packet received in error

Transaction Layer:

Request/Response protocol: Response => Completion

Some additional fields:

· Length: in Double Words=4 bytes

· Attributes: No Snoop: Cache coherence is not a concern

· Traffic Class: Priority

 Exercise: QPI Interconnect Interface
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	0
	fa bc 12 3e   98 f3 f0 b0   a3 a4 b9 87

	1
	23 98 38 15   a4 b3 cd 00   ff f0 a1 83

	2
	98 73 3a 8b   f0 dc 13 5d   a3 89 9f ab

	3
	12 ba 45 dc   94 82 cc a0   fb a9 87 13
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Core Directions for protocol use:

Link Sequence Number = Tag = 0,1,2 for each Core you send to (keep track)
Routing Src/Dest: Source Core, Dest Core numbers (e.g., 2 1 = from Core 2 to Core 1)

Transaction Cmd: 10=Memory Read, 11=Memory Write

Data: For Cmd=10: 

   To mem: Address of memory you want to read.  Start with 0000 for byte 0.

   From mem: Data sent back.  Assume you can send 4 bytes.

Link CRC:  Number of characters in your packet (very simplistically calculated)

	Core #
	Tag & Sequence Number sent:

	Core 0


	

	Core 1


	

	Core 2


	

	Core 3


	


PCIe Interconnect Interface Exercise
CORE0: 

Write to Memory Address 0000:  fa bc 10 2a 00 34

Wait for a Done reply on each send

Read from Device 1 (with address 10001)
CORE1:

Write to Device 2 (address 10002): a3 2f 39 fb 3d 8a 2d 1c 00

Wait for a Done reply on each send

Read from Memory Address 0004 for 4 bytes

DEVICE 1:

You have received from your device: a1 b2 3f 40

Wait until you receive a read before sending the data in.

Handle one command at a time.

DEVICE 2:

You will receive data, which you must store.

Handle one command at a time.

Send a Completion in response

CHIPSET (1 assigned to each Core):

Data to Core & Memory is in Bus Format

· Example: Address for Device 2 is 10002

Data to Devices is in PCIe format

MEMORY:

Your memory is currently all 0s.

You will receive read and write requests.

You only handle one request at a time.

Send a Done to the CHIPSET as a reply

Bus Format:

	Command

Read=0 / Write=1 / Done=2
	Address (Top bit: 
0=Memory 1=Device)
	Data

	
	
	


	Command

Read=0 / Write=1 / Done=2
	Address (Top bit: 

0=Memory 1=Device)
	Data

	
	
	


	Command

Read=0 / Write=1 / Done=2
	Address (Top bit: 

0=Memory 1=Device)
	Data

	
	
	


	Command

Read=0 / Write=1 / Done=2
	Address (Top bit: 

0=Memory 1=Device)
	Data

	
	
	


	Command

Read=0 / Write=1 / Done=2
	Address (Top bit: 

0=Memory 1=Device)
	Data

	
	
	


	Command

Read=0 / Write=1 / Done=2
	Address (Top bit: 

0=Memory 1=Device)
	Data

	
	
	


	Command

Read=0 / Write=1 / Done=2
	Address (Top bit: 

0=Memory 1=Device)
	Data

	
	
	


	Command

Read=0 / Write=1 / Done=2
	Address (Top bit: 

0=Memory 1=Device)
	Data

	
	
	


	Command

Read=0 / Write=1 / Done=2
	Address (Top bit: 

0=Memory 1=Device)
	Data

	
	
	


	Command

Read=0 / Write=1 / Done=2
	Address (Top bit: 

0=Memory 1=Device)
	Data
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